
Surface-state bands on silicon as electron systems in reduced dimensions at atomic scales

This article has been downloaded from IOPscience. Please scroll down to see the full text article.

2000 J. Phys.: Condens. Matter 12 R463

(http://iopscience.iop.org/0953-8984/12/35/201)

Download details:

IP Address: 171.66.16.221

The article was downloaded on 16/05/2010 at 06:42

Please note that terms and conditions apply.

View the table of contents for this issue, or go to the journal homepage for more

Home Search Collections Journals About Contact us My IOPscience

http://iopscience.iop.org/page/terms
http://iopscience.iop.org/0953-8984/12/35
http://iopscience.iop.org/0953-8984
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience


J. Phys.: Condens. Matter 12 (2000) R463–R495. Printed in the UK PII: S0953-8984(00)97483-6

REVIEW ARTICLE

Surface-state bands on silicon as electron systems in reduced
dimensions at atomic scales

Shuji Hasegawa
Department of Physics, Graduate School of Science, University of Tokyo, 7-3-1 Hongo,
Bunkyo-ku, Tokyo 113-0033, Japan
and
Core Research for Evolutional Science and Technology, The Japan Science and Technology
Corporation, Kawaguchi Centre Building, Hon-cho 4-1-8, Kawaguchi, Saitama 332-0012, Japan

Received 25 May 2000

Abstract. When foreign atoms to a depth of around one atomic layer adsorb on silicon crystal
surfaces, the adsorbates rearrange themselves by involving the substrate Si atoms; this results
in peculiar periodic atomic arrangements, surface superstructures, in just the topmost surface
layers. Then, characteristic electronic states are created there, which are sometimes quite different
from the bulk electronic states in the interior of the crystal, leading to novel properties only at
the surfaces. Here, surface superstructures are introduced that have two-dimensional or quasi-
one-dimensional metallic electronic states on silicon surfaces. Sophisticated surface science
techniques, e.g., scanning tunnelling microscopy, photoemission spectroscopy, electron-energy-
loss spectroscopy, and microscopic four-point probes reveal characteristic phenomena such as
phase transitions accompanying symmetry breakdown, electron standing waves, charge-density
waves, sheet plasmons, and surface electronic transport, in which surface-state bands play main
roles. These results show that surface superstructures on silicon provide fruitful platforms on which
to investigate the physics of atomic-scale low-dimensional electron systems.

1. Introduction

A silicon crystal has a diamond lattice, in which each Si atom has four ‘hands’ (valence
electrons) with which to make covalent bonds with four neighbours in a tetrahedral
arrangement. But, imagine the atoms in the topmost layer on the crystal surface. They do not
have neighbours on one side, so they will have unpaired electrons, or dangling bonds. Since a
high density of dangling bonds will make the surface unstable, the surface atoms spontaneously
rearrange themselves to reduce the number of dangling bonds. As a result, peculiar, but
regular atomic arrangements occur in one or two atomic layers on surfaces to stabilize the
surfaces. The resulting atomic arrangements are called surface superstructures; this is a kind
of self-organization phenomenon. On clean surfaces without any foreign adsorbates, clean
surface superstructures are created. When some foreign atoms adsorb on the surfaces, they are
arranged involving the substrate Si atoms to attain more energetically favourable structures,
adsorbate-induced surface superstructures. Already, almost all of the kinds of atom in the
periodic table have been deposited on silicon surfaces with different coverages and substrate
temperatures, and more than 300 kinds of surface superstructure found [1]. Different adsorbates
and different atomic arrangements naturally form different surface electronic states. Since the
surface superstructures are formed only in one or two surface atomic layers, their surface-
state bands are inherently two-dimensional, which should be contrasted with the case for
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conventional two-dimensional electron gas (2DEG) systems in bulk electronic states formed
at semiconductor heterojunctions or surface inversion layers with pronounced band bendings.
Sometimes, one-dimensional electronic bands are created due to strongly anisotropic atom
arrangements in surface superstructures. A large number of previous studies have revealed
the characteristic atomic and electronic structures of surface superstructures, which are never
expected in the bulk crystals. Surfaces with such a variety of structures are frequently called
surface phases of materials.

As the next step of research, some people have begun to study physical properties
characteristic of such surface superstructures; electrical, magnetic, and optical properties
inherent in the surface states are now active targets in surface science. In this review article,
I describe some manifestations of the low-dimensional nature of surface-state electrons, such
as electron standing waves, sheet plasmons in a two-dimensional (2D) metallic state, and
Peierls transition in a quasi-one-dimensional (1D) metallic surface state. Next I introduce
some experimental methods of detection of electrical conduction through surface-state bands
using the phenomenon of carrier doping into the surface-state bands and a newly developed
technique using microscopic four-point probes. These will display characteristic phenomena
only at surfaces and provide unique experimental verifications just for surfaces.

2. Surface-state bands

Let me introduce surface-state bands using the schematic illustration in figure 1. When
the valence electrons (3s)2(3p)2 of a Si atom form hybrid orbitals sp3 to make bonds with
neighbouring atoms, their energy levels split into bonding and anti-bonding states. The
valence electrons are accommodated in the bonding state, so the anti-bonding state is empty.

Figure 1. A schematic energy diagram for atoms and molecules, and also the bulk and the surface
of a silicon crystal.
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Since in a crystal many atoms make bonds with each other to arrange themselves periodically,
these energy levels are broadened to make bands: the valence band and the conduction band,
respectively. These are electronic states in a bulk crystal. But on the surface, as mentioned
before, there exist dangling bonds (unpaired hybrid orbitals), which are similar to the hybrid
orbitals of isolated atoms, whose energy levels will be located between the bonding and anti-
bonding states, or within an energy gap. In fact, the dangling-bond state on a clean Si(111)
surface is known to lie around the middle of the band gap [2,3]. But when foreign atoms come
to make bonds with the topmost Si atoms, the dangling-bond state will again split into bonding
and anti-bonding states. When, furthermore, the adsorbates induce a surface superstructure to
form some orbital overlaps between neighbouring sites, the bonding and anti-bonding states
will again be broadened and become bands. These are surface-state bands, inherent in the
surface superstructure. The bands have their own characters, independent of the bulk electronic
states.

3. Two-dimensional metal; the Si(111)–
√

3 × √
3-Ag surface

3.1. Atomic structure

Let me give the first example, the Si(111)–
√

3 × √
3-Ag surface superstructure (figure 2(a)),

which is formed by depositing one monolayer (ML) of Ag atoms on a Si(111) surface at
temperatures higher than 250 ◦C. ‘One ML’ means that the atom density is equal to that of
the topmost layer of the Si(111) face, 7.8 × 1014 atoms cm−2. This surface superstructure has
been a long-standing target in surface science because of the interesting physics revealed in
its atomic arrangement, surface electronic states, and electronic transport phenomena [4–6].
After a long period of controversy, over 20 years, its atomic arrangement has been solved
by the so-called honeycomb-chained-triangle (HCT) model [7, 8], in which each Ag atom
makes an ionic–covalent bond with a substrate Si atom, leaving no dangling bonds, resulting
in an exceptionally stable surface. Figure 2(a) illustrates the HCT model, believed to be
the most stable atomic arrangement for the

√
3 × √

3-Ag superstructure (at least) at room
temperature (RT). The Ag atoms do not make metallic bonds with each other. The Si atoms
in the topmost layer arrange in an unusual way by making trimers, while the underlying Si
layers form a conventional tetrahedral diamond lattice. In this way, only the two layers on
the surface have a peculiar, but regular structure, of which the unit cell,

√
3 × √

3 times the
fundamental bulk unit cell, is indicated in figure 2(a). There are two Ag triangles in the
unit cell, which are connected to each other to make a honeycomb-lattice pattern, so this
structure is called the HCT structure; it was first proposed by Takahashi et al [7] on the basis of
surface x-ray diffraction investigations, with confirmations following from other experimental
and theoretical works. This model explains well the scanning tunnelling micrographs (STM)
[9, 10], and empty-state (figure 2(b)) and filled-state images (figure 2(c)) at RT. Protrusions
in the empty-state image, corresponding to the centres of the Ag triangles, are arranged in a
honeycomb-lattice pattern in figure 2(b). This surface is now regarded as a prototypical metal-
covered semiconductor system, used as a kind of standard example for, e.g., high-resolution
photoemission spectroscopy (PES) [11], atomic-force microscopy [12–14], x-ray diffraction
for buried-interface structure analysis [15,16], studying Schottky barrier formation [17], optical
second-harmonic generation spectroscopy [18], light-emission spectroscopy using STM [19],
studying sheet plasmons in a surface-state band [20], and first-principles theory [9,10,21–23],
and also used as a unique substrate for growth of C60 molecular layers [24–27], adatom gas
phases [28], and other surface superstructures by additional metal depositions [29–36] and
hydrogen adsorptions [37].
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Figure 2. ((a), (d)) Schematic illustrations of atomic arrangements (upper panel: plan view; lower
panel: sectional view), and ((b), (c), (e), (f )) STM images of the Si(111)–

√
3 × √

3-Ag surface
superstructure. (a) Its excited-state structure (the so-called honeycomb-chained-triangle (HCT)
structure). Filled circles are Ag atoms, and open circles are Si ones. A

√
3 × √

3 unit cell is
shown. (b) Its empty-state and (c) filled-state STM images at RT. (d) Its ground-state structure (the
so-called inequivalent-triangle (IET) structure). (e) Its empty-state and (f ) filled-state STM images
at 62 K.

However, it has recently turned out that the HCT structure is not a ground-state
structure; a symmetry-broken phase, the so-called inequivalent-triangle (IET) structure, is
more energetically favourable than the HCT structure [21,38]. At lower temperatures (62 K),
its empty-state STM image (figure 2(e)) shows different features—a hexagonal-lattice pattern,
instead of the honeycomb one at RT—although the filled-state image in figure 2(f ) is the
same as that in figure 2(c) at RT [38]. This has turned out to correspond to a new model for
the surface, the IET model, in which the Ag triangles, all of which are equivalent in the HCT
model, differ in size alternately. As shown in the schematic diagram of the atomic arrangement
(figure 2(d)) for the IET model, a Ag triangle in a half-unit cell becomes larger (called the
L-half ) and another triangle in the other half-unit cell becomes smaller (the S-half ). In other
words, a mirror plane along the [121] direction in the HCT model (belonging to the p31m
space group) is not present in the IET model (belonging to the p3 space group); this is a kind
of symmetry breakdown. The protrusions in the low-temperature STM image in figure 2(e)
correspond to the S-half unit cell. A first-principles calculation shows that the IET structure
is more stable than the HCT one by 0.1 eV per

√
3 × √

3 unit cell [21].
Then we are faced with new interesting questions about this surface. What is the relation

between the HCT and IET structures? There should be a phase transition between them induced
by temperature changes. What is the nature of the phase transition? Moreover, it is not certain
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whether the HCT structure can be understood as a time-averaged outcome of a fluctuating IET
structure, much like symmetric dimers in STM images on the clean Si(001) surface at RT,
which is a time-averaged buckled dimer. This surface is still a challenging target in surface
physics.

3.2. Electronic structure

This superstructure has a characteristic electronic state as clarified by angle-resolved photo-
emission spectroscopy (ARPES) [39–41]. On irradiating the surface with ultraviolet light,
photoelectrons are emitted from the surface, whose energy and angular distributions are
analysed to obtain the initial surface electronic states, i.e., the binding energy as a function of
wavevector (band dispersion relation). Figure 3 shows such ARPES spectra taken from the√

3 × √
3-Ag surface at different detection angles, in which three peaks indicated by S1, S2,

and S3 are noticed, which are known to be surface states. These peaks change their positions
with the detection angles, indicating some characteristic dispersions. From these spectra, the
2D band dispersion diagram is constructed, as shown in figure 4(a). An interesting feature
here is the S1 band, a parabolic band crossing the Fermi level (EF ). Since this band is known
to be isotropic, this surface state is a 2D free-electron-like state. Since the bottom of the
band is below EF by about 0.2 eV, some electrons (approximately 1.6 × 1013 electrons cm−2)
are accumulated in this surface-state band. This band is well reproduced by first-principles
calculation [21], as shown in figure 4(c). The surface state S1 is composed of a bonding state
among Ag 5p orbitals in the Ag triangles, and the S2 and S3 states stem mainly from Ag 5s
orbitals [23]. Since the S1 state is confined to the topmost Ag layer, this provides a unique
platform on which to investigate low-dimensional physics such as electronic transport, because
its ‘thickness’ can be as small as one atomic layer—much thinner than conventional 2DEG
systems formed at surface inversion layers or heterojunctions—and also because, as described
below, the electron concentration in this band can be controlled by use of additional adsorbates
on top of the surface

Such a 2D free-electron-like electronic state is manifested in low-temperature STM images
in the form of so-called electron standing waves or energy-resolved Friedel oscillations [42].
Before going into the detail of the observations, the operating principles of the STM should be
briefly described. The STM is a microscope enabling direct observations of atomic corrugation
on surfaces to be carried out, by scanning a sharp metal tip laterally over the sample surface
without contact. The distance between the tip and the sample surface is maintained at around
1 nm. When a voltage of around 1 V is applied at the gap, a tunnelling current It flows between
the tip and sample, which can be approximately expressed as

It (x, y;V ) ∝ f (x, y;V ) exp{−d(x, y)/κ} (1)

where the coordinates (x, y) are on the sample surface. This tells us that as the tip–sample
distanced(x, y)becomes smaller, a larger tunnelling current flows due to the exponential factor,
and also that It is proportional to the tip–sample joint density of states (DOS) f (x, y;V ) at the
position (x, y). Since the decay length κ is around 0.1 nm for most materials, the tunnelling
current drops by nearly an order of magnitude for every 0.1 nm separation between the tip
and sample, so one can trace the roughness of the surface with height resolution at subatomic
levels by measuring the current variations while the tip is scanning laterally over the surface.

Another point that equation (1) indicates concerns the joint DOS f (x, y;V ). When the
tip is regarded as a mathematical point source of current (the s-wave approximation), or the
tip is assumed to have a constant DOS as is frequently done, f (x, y;V ) is simply regarded as
the local DOS ρ(x, y;EF ) at EF for the sample surface with a very small bias voltage. With
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Figure 3. A series of angle-resolved photoemission spectra taken from the Si(111)–
√

3 × √
3-Ag

surface at RT along the [101] direction [41]. θe is the electron detection angle with respect to the
surface normal. The unpolarized 21.2 eV light from a He lamp irradiated the sample with normal
incidence.
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Figure 4. Electronic structures of ((a), (b), (c)) the Si(111)–
√

3 × √
3-Ag surface and ((d), (e))

the Si(111)–7 × 7 clean surface. (a) and (d) show 2D band dispersion diagrams of surface states,
determined by ARPES [40, 41]. � and K in (d), and � and M in (a) are symmetric points in the
1 × 1 and

√
3 × √

3 surface Brillouin zones, respectively. The projected band structures of the
bulk states are also included as curves with hatching. (c) The 2D band dispersion diagram obtained
by first-principles calculations [21]. (b) and (e) are schematic band diagrams showing surface
states and surface-space-charge layers. EVBM : valence-band maximum; ECBM : conduction-band
minimum; EF : Fermi level.

larger bias voltages (but much smaller than the average work function of the tip and sample,
divided by e), it can be written as [43]

f (x, y;V ) =
∫ EF +eV

EF

ρ(x, y;E)T (E, V ) dE (2)

where T (E, V ) is the barrier transmission coefficient, which describes the probability of
tunnelling of an electron at an energy level E under an applied bias voltage V . The spatial
variation of the tunnelling current during the tip scanning thus reflects the local DOS of the
sample surface, mixed with information on the surface topography described above. Therefore,
for a surface on which the probed electronic states are localized at the surface atoms, as in
the case of dangling-bond surface states on the Si(111)–7 × 7 clean surface, the protrusions
observed in STM images directly correspond to the individual surface atoms. But when
the probed surface electronic states have an extended wavefunction, atomic resolution will
not be achieved. In general, STM images probing a surface state described by a 2D Bloch
wavefunction directly show the squares of the absolute values of the cell function. The plane-
wave part of the Bloch wavefunction will play a role in making the STM images take the form
of electron standing waves, as described below for the Si(111)–

√
3 × √

3-Ag surface.
Figure 5 shows an STM image of the

√
3 ×√

3-Ag surface taken at 6 K (though the 7 × 7
clean domains partially remain, because of the Ag coverage being smaller than 1 ML). In the√

3 × √
3-Ag domains, fine periodic corrugations are seen, corresponding to the

√
3 × √

3
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Figure 5. An empty-state STM image of the Si(111)–
√

3 × √
3-Ag surface (the 7 × 7 structure

partially remains) taken at 6 K. The tunnelling current is 0.18 nA with a sample bias of 1.0 V [42].

periodicity (as in figure 2(e)). Additionally, one can see standing-wave patterns superimposed
near step edges (A) and domain boundaries (B). In a small domain shown on the upper right,
surrounded by steps and domain boundaries, a complicated concentric interference pattern is
observed, while near the straight domain boundaries, the interference patterns are parallel to
the boundaries. There are no standing-wave patterns observable in the 7 × 7 domains.

These waves are interpreted as follows. Since the surface state S1 has a parabolic band as
shown in figure 4(a), its electron wavefunction can be described by a 2D Bloch wavefunction as

�i = u(x, y)ei(kxx+kyy) (3)

where u(x, y) is the cell function representing the structure within the
√

3 × √
3 unit cell. Its

energy is written as

E = E0 +
h̄2(k2

x + k2
y)

2m∗ (4)

where kx and ky are surface-parallel components of the wavevector, E0 is the energy of the
band bottom, and m∗ is the effective mass of the surface-state electron. Domain boundaries
and atomic steps, which are assumed to be straight in the y-direction, act as a potential barrier
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for the surface-state electrons. So the electrons reflected from the barrier are expressed by

�r = Ru(x, y)ei(−kxx+kyy) (5)

where the reflection coefficientR = |R|eiη with a phase shiftη. Then, the local DOSρ(x, y;E)
along the x-direction (perpendicular to the potential-barrier wall) can be written as

ρ(x, y;E) ∝ |�i +�r |2 (6)

= {1 + |R|2 + 2|R| cos(2kxx − η)}|u(x, y)|2. (7)

The standing waves in figure 5 come from the cosine term with a periodicity of π/kx in real
space, while the atomic corrugation originating from the surface superstructure comes from
the term |u(x, y)|2. They are superimposed in the image. The reflected and incident waves
interfere with each other to make the standing waves.

Extending this consideration to 2D, the local DOS can be written as

ρ(x, y;E) ∝ {1 − J0(k‖x)}|u(x, y)|2 (8)


{

1 − 1√
πk‖x

cos

(
2k‖x − π

4

)}
|u(x, y)|2 (9)

by assuming the step edge to be a hard wall (meaning complete reflection of the electron
waves) [44], where J0 is the zero-order Bessel function and its asymptotic formula is used,
and k‖ is the surface-parallel component of the wavevector.

On changing the bias voltage in STM imaging (in other words, by probing different energy
levels), the wavelengths of the observed standing waves change according to a dispersion
relation (E versus kx) of the surface-state band [42] although the fine atomic corrugation
remains unchanged. This is evidence for the wave patterns being due to the electronic nature,
rather than geometric undulation. In this way, the

√
3 × √

3-Ag surface is shown to have an
extended surface electronic state, which will contribute to the electrical conduction parallel to
the surface. But the carrier scattering by the step edges and domain boundaries is expected
to be severe, as one would easily guess from the standing-wave pattern, resulting in a low
carrier mobility. These transport properties due to the surface-state band will be described in
section 5.

In contrast, the 7 × 7 clean surface has a surface-state band S1 with negligible dispersion
near EF as shown in figure 4(d), which is known to come from dangling-bond states on the
topmost Si atoms, and to make the main contribution to STM images. Its negligible disp-
ersion means a localized nature, so standing waves are not expected, which also suggests a
low conductivity along the surface through this surface state. This is indeed measured to be as
low as of the order of 10−8 S/� [45], which is much smaller than the surface-state conduct-
ivity of the

√
3 × √

3-Ag surface—by about four orders of magnitude—as will be detailed in
section 5.

The domain boundary (B) in figure 5 is a conventional out-of-phase boundary (OPB)
due to phase mismatch in the super-periodicity between the adjacent domains [6, 38], which
is shown in detail in figures 6(a), 6(b), while the boundary (C) in figure 5 is a ‘surface
twin boundary’ (STB) (figures 6(c), 6(d)) which appears only at low temperatures below the
symmetry-breakdown transition. At the STB (C) in figure 5, no standing waves are observed.
In other words, the STBs are transparent to the surface-state electrons. Then, an important
and interesting question is raised here: what is the transmission coefficient of the electron
wavefunction at the step edges and domain boundaries? Although some papers assumed the
step edge to be a hard wall for the surface-state electrons, meaning a transmission coefficient
of zero [44,46–49], this should be questioned, because it governs an important parameter, the
mobility of surface-state carriers. It is certain from figure 5 that carrier scattering by the step
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Figure 6. STM images ((a), (c), (e)) and schematic diagrams ((b), (d)) of boundaries between two
types of domain on the Si(111)-

√
3 × √

3-Ag surface: ((a), (b)) out-of-phase boundaries (OPBs);
and ((c), (d), (e)) surface twin boundaries (STBs). IET+ and IET− indicate two types of domain
in a twinning relationship where the symmetry breakdown occurs in opposite ways. (c) shows a
sharp STB at which IET+ changes into IET− abruptly, while (e) shows a broad STB where the
symmetry gradually changes. The STBs exhibit the honeycomb-lattice pattern just like the HCT
structure.

edges and domain boundaries lowers the carrier mobility. But by how much is it lowered? The
mobility of the surface-state electrons on the

√
3 × √

3-Ag surface is actually measured to be
lower than that in the bulk crystal by two orders of magnitude [50].

The surface-space-charge layers below the surfaces are also very different for the 7 × 7
and

√
3 × √

3-Ag surface superstructures as shown in figures 4(b) and 4(e): a depletion layer
below the 7 × 7 structure, but a hole-accumulation layer beneath the

√
3 × √

3-Ag structure.
Therefore, the electrical conductivities through the subsurface region are also expected to
be different for these superstructures. Such surface transport properties will be discussed in
section 5.

3.3. The plasmon in the surface-state band

By analogy with oscillations of the electron density in bulk metals, plasmons, excited by
irradiation of charged particles or electromagnetic waves, plasmons in the metallic surface-
state band S1 are expected on the

√
3 × √

3-Ag surface. These surface-state plasmons should



Surface-state bands on silicon as electron systems R473

be distinguished from surface plasmons which are charge oscillations due to 3D electron gas
at the edge of a semi-infinite bulk metal.

To detect such plasmons, electron-energy-loss spectroscopy (EELS) is employed, in which
monochromatic low-energy electrons irradiate the sample surface, and energy distributions of
the scattered electrons are measured in selected detection directions much like in ARPES.

Figure 7 shows typical EELS spectra taken from the
√

3 × √
3-Ag surface by irradiating

with an electron beam of 12.4 eV energy [20], changing the detection angle. A single loss
feature is clearly seen, dispersing up to around 600 meV. From such data, dispersion plots
(energy versus wavevector) of the excitation were constructed. The dispersion relations thus
obtained were independent of the doping type/concentrations in bulk Si crystals and also of the

Figure 7. Electron-energy-loss spectra taken from the
√

3×√
3-

Ag surface at 90 K at different detection angles along the �–M
direction in the

√
3 × √

3-surface Brillouin zone [20].
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primary energies of the electron beam. This means that the observed loss does not have any
origin in the surface-space-charge layer or in the bulk. Elaborate measurements and analyses
of the dispersion and damping of the loss features in the spectra lead to the conclusion that the
observed excitation is unambiguously the plasmon in the 2D free-electron-like surface-state
band S1. This is the first experimental evidence of surface-state plasmons. The electron density
derived from the plasmon dispersion was consistent with that of the S1 band in the 2D band
dispersion diagram of figure 4(a) [20].

4. Quasi-one-dimensional metal; the Si(111)–4 × 1-In surface

Let me introduce another surface superstructure. When one ML of indium atoms adsorb on
a Si(111) surface at around 300 ◦C, the Si(111)–4 × 1-In surface superstructure is formed.
But its atomic arrangement is not yet confirmed [51]; figure 8 shows the model most recently
proposed, based on x-ray diffraction analysis [52]. Indium atoms arrange in four lines along
the [110] direction, between which zigzag Si chains run. These atomic chains are seen as
stripes in the STM image of figure 9(a) taken at RT. Each stripe corresponds to the four In
chains, aligned with a spacing corresponding to the four-times super-periodicity. Along each
stripe, one can see fine corrugations corresponding to the fundamental periodicity. Thus, the
4 × 1 unit cell is confirmed by the image, although the atomic arrangements in the unit cell
are not resolved.

As one can imagine from the STM image, the surface electronic state is very anisotropic.
According to an ARPES study by Abukawa et al [53], it is metallic along In chains, while it is
insulating in the perpendicular direction. Their results are summarized in the band dispersion
diagram in figure 10(a). Along the indium chains (kx-direction), one can find three dispersive
bands, m1, m2, m3, all of which cross EF , indicating metallic bands. On the other hand,
along the ky-direction perpendicular to the chains, these bands show no significant dispersion.
This indicates that the electrons in these bands are mobile along the stripes in figure 9(a),
while it is hard to make them hop to the neighbouring stripes, i.e., this is a one-dimensional
metal. This nature is also confirmed for unoccupied states revealed by inverse photoemission
spectroscopy [54].

One can find another interesting feature in figure 10(a); the m3 band crosses EF at around
the middle of the surface Brillouin zone, and its Fermi surface (line) is roughly parallel to the
ky-direction, as shown in figure 10(b). This means that a nesting vector of 2kF exists along
the indium chains (kF is the Fermi wavenumber). Therefore, one can expect the formation
of charge-density waves with double periodicity due to the Peierls instability of one-dimens-
ional metals.

Then the surface was cooled down [55]. As expected, modulations (ripples) with the
double periodicity were actually observed! Figure 9(b) is an STM image of the 4 × 1-In
surface taken at 70 K, showing the modulations on each stripe clearly. Then, the periodicity
becomes 4 × 2 (though its actual periodicity turned out to be 8 × 2, from electron diffraction
measurements, probably because of an inter-chain interaction). The ripples are not so clear on
some stripes in figure 9(b), which is due to some fluctuation. One can notice furthermore that
the ripples on some neighbouring stripes are out of phase. Then, can we say that these ripples
are the charge-density waves due to the Peierls instability, as expected?

Since electron diffraction from this low-temperature phase showed double super-
periodicity along the indium chains [55], the lattice is also modulated with the double
periodicity. According to the most recent x-ray diffraction investigation [56], indium atoms
shift slightly at low temperatures to produce the doubled periodicity caused by indium trimers
positioned alternately in each stripe. Moreover, ARPES measurements at low temperature
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Figure 8. A model of the atomic arrangement of the Si(111)–4 × 1-Ag surface [52].

show that the metallic states shown in figure 10(a) lose their spectral weight at EF , showing a
semiconducting nature. This means that a metal-to-nonmetal transition occurs on cooling. In
this way, the experimental findings of a nesting vector in the Fermi surface, lattice distortion,
and electronic changes at EF indicate that the 4 × 1-In surface should undergo a Peierls
transition upon cooling, accompanying the charge-density waves observed in figure 9(b) [55].
Although Peierls transitions are known to occur in quasi-1D organic bulk materials [57, 58],
that for the 4 × 1-In surface represents the first case in surface-state bands.
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Figure 9. Empty-state STM images of the Si(111)–4×1 surface (a) at room temperature and (b) at
70 K. The tunnelling current was 0.2 nA with a bias voltage of 1.0 V [55].

Another interesting point for possible future study as regards this surface superstructure
is the non-Fermi-liquid behaviour. A 1D metal might be a Tomonaga–Luttinger liquid due to
a strong electron correlation effect [59]. The reduction of the spectral weight at EF observed
at low temperatures might be a signature of this character [60].

5. Electronic transport through surface-state bands

So far, I have described various phenomena in which surface electronic states play main roles,
which are directly observed by STM and other surface-sensitive techniques. Now, I come to
the point of discussing electronic transport through the surface states. Although some efforts
have been devoted since the 1960s to detecting the surface-state electrical conduction parallel
to the surface [61], which should be distinguished from the conduction through bulk states in
surface-space-charge layers, it is only very recently that the surface-state conduction has been
experimentally detected unambiguously [4]. I will show this by using the Si(111)–

√
3×√

3-Ag
surface, which readers are already familiar with from section 3.

5.1. Four-point-probe measurements in ultra-high vacuum

When two electrical leads (e.g., outer probes in linear four-point-probe measurements as
illustrated in figure 11(a)) are connected to a surface of a semiconductor crystal with a macro-
scopic spacing, and when a voltage is applied between them, a current I flows through three
channels on/in the specimen crystal [61]:

(1) surface-state bands on the topmost atomic layers (when a well-ordered surface super-
structure is formed on the surface),

(2) bulk-state bands in a surface-space-charge layer beneath the surface (when bands bend
enough), and

(3) huge bulk-state bands in the inner crystal (independent of the surface conditions and
treatments).
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Figure 10. Surface-state bands of the Si(111)–4×1-In structure, determined by ARPES at RT [53].
kx and ky are the components of wavevector along the indium chains and perpendicular to them,
respectively. (a) The band dispersion is drawn three dimensionally. (b) The Fermi surface in the
surface Brillouin zone.

A voltage drop V is measured by a pair of inner probes in figure 11(a) to obtain a four-
point-probe resistance R = V/I (with a geometrical correction factor), which contains the
contributions from all of the above three channels. This four-point-probe method avoids
contact resistances at the probe–sample contacts to give the sample resistance only, irrespective
of whether the contacts are of ohmic or Schottky type. But it is impossible to separate the
contributions of the above three channels. Under usual conditions in air, without surface
superstructures on the surface, the measured resistance is interpreted as a bulk resistance.
However, when bulk bands bend steeply beneath the surface to make an electron- or hole-
accumulation layer (surface-space-charge layer), or when conductive surface-state bands
are created due to well-ordered surface superstructures in ultra-high vacuum (UHV), the
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Figure 11. Linear four-point probes on (a) macroscopic and (b) microscopic scales, with schematic
illustrations of current paths near the semiconductor surface.

conductivity of the space-charge layers or surface-state bands cannot be ignored in the measured
resistance. However, even in such cases, the surface-layer contributions are considered to be
quite small because a large fraction of the current tends to flow through the interior bulk as
illustrated in figure 11(a) when the probe spacing is a macroscopic distance. But it does work
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for detecting the conductance of the surface-state bands, as described below. The microscopic-
scale studies shown in figure 11(b) will be discussed in section 6.

The sample holder actually used in UHV for in situ conductance measurements is
illustrated in figure 12; it enables metal depositions and RHEED observations to be carried out
simultaneously to prepare well-defined surface superstructures on the whole surface [4, 62].
After the superstructures have been prepared, a small direct current is fed into the specimen
crystal through the end clamp electrodes, and the voltage drop is measured between a pair of
Ta-wire contacts to obtain the resistance of the central part of the crystal. The spacing of the
probe contacts is usually as large as about 10 mm.

Figure 12. A RHEED sample holder for in situ electrical conductivity measurements in UHV using
a ‘four-point-probe’ method. After the surface superstructures are confirmed by using RHEED,
the electron beam is always turned off during the subsequent conductivity measurements.

By comparing the resistances measured in this way for the 7 × 7 clean surface and for
the

√
3 × √

3-Ag surface of the same crystal, it is found that the latter surface has a smaller
resistance, by about 15%, than the former one (for a Si crystal having the resistivity of 50$ cm
at RT). This result should be surprising, because the 15% difference in resistance might be
very large if one considers the thickness of the Si crystal, 0.4 mm, in which more than one
million atomic layers are stacked: the difference in atomic arrangement in only one or two
atomic layers at the surface of the one million layers induces a 15% change in resistance! But,
strictly speaking, the relative change in resistance depends on the doping concentration in the
bulk; a physically meaningful quantity is the sheet conductance. By converting the measured
resistancesR into the sheet conductances using σ = (L/W)(1/R) (L is the probe spacing and
W the crystal width), it is found that the

√
3 × √

3-Ag surface has a higher sheet conductance
than the 7 × 7 clean surface by approximately 1 × 10−4 S/�, irrespective of the bulk doping
concentration.
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In this way, a higher conductance for the
√

3 × √
3-Ag surface is confirmed, as expected.

Then, can one conclude that this excess conductance comes from the free-electron-like surface-
state band S1 introduced in section 3? Unfortunately, the nature is not so straightforward. It is
already known from core-level photoemission spectroscopy measurements that the bulk bands
bend upward steeply, as shown in figure 4(b), beneath the

√
3×√

3-Ag superstructure, so excess
holes are induced in the bulk valence band to make a surface-space-charge layer [63]. On the
other hand, the layer below the 7×7 clean surface is a depletion layer (figure 4(e)) [2,3]. Then,
the conductance through the subsurface regions should be different. Once the EF -positions
at the surface and in the bulk are known, the surface-space-charge-layer conductance of the
respective surfaces can be calculated by an established method for semiconductor devices [64].
It is found that the difference between the calculated conductances almost coincides with the
measured difference. As a conclusion, then, we can say that the detected excess conductance of
the

√
3×√

3-Ag surface comes from the surface-space-charge layer, not from the surface-state
band S1 as we had initially hoped [65]. This is a very disappointing result.

5.2. Adsorbate-induced conductance changes

But this is not the end. One of the unambiguous ways to detect the surface-state conductivity
is to measure a conductance change induced by a perturbation only of the surface states.
We measured the resistance changes of the

√
3 × √

3-Ag surface at RT during intermittent
deposition of small amounts of additional Ag atoms on it [66]. The result is shown in
figure 13(a); only 0.008 ML of Ag were deposited in each period of about 2 s, which caused
resistance drops as large as 10%. After interrupting the depositions by closing an evaporator
shutter, the resistance remained constant during the interval A. This indicates that the observed
resistance drop is not due to thermal irradiation from the evaporator, but is rather due to the Ag
adsorption. On re-starting the deposition of 0.008 ML, the resistance further decreased, and it
remained the same again on interrupting the deposition (interval B). These changes in resistance
were observed up to an additional Ag coverage of about 0.03 ML in total (the critical coverage).
Do the deposited Ag atoms align to make conductive paths on the surface?—No. The amount,
0.03 ML, is too small for making percolation paths; the critical coverage for percolation on a
triangular lattice is 0.5 ML [67]. We focus here on the very early stages indicated by A, B,
and C in figure 13(a) (the later stages marked D, E, and F will be discussed in subsection 5.5).

Some changes in electronic states near the surface should be induced by the adsorption
of small amounts of Ag. First, we investigated the change in number of the excess holes
in the surface-space-charge layer beneath the

√
3 × √

3-Ag surface which was mentioned in
connection with figure 4(b). In other words, the band bending below the surface was measured
by the Si 2p core-level shift in the x-ray photoemission spectra taken in the bulk-sensitive
mode. Then, it turned out that the small amount of Ag adatoms made the core level shift
toward the higher-binding-energy side. In other words, the bending of bulk bands beneath the
surface changes toward the flat-band condition. This means that the hole-accumulation layer
beneath the initial

√
3 × √

3-Ag surface becomes a depletion layer, as shown in the left-hand
inset of figure 13(b), resulting in a decrease in conductivity through the surface-space-charge
layer. Therefore, the observed resistance drop in figure 13(a) cannot be understood on the
basis of the surface-space-charge-layer conductivity.

5.3. Surface-state conduction

Next, we made ARPES measurements for valence bands from the
√

3×√
3-Ag surface covered

by excess Ag adatoms to a depth of 0.022 ML, which nearly corresponded to the situation in
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the interval C in figure 13(a). The spectra obtained were almost the same in shape as the ones
for the ‘clean’

√
3 × √

3-Ag surface shown in figure 3 (‘clean’ means no excess Ag adatoms
on the surface). But the whole spectra shifted in energy toward the higher-binding-energy side
compared with those in figure 3. This change is shown as a downward shift of the surface-state
bands in the 2D dispersion diagram as shown in figure 13(b); all of the S1, S2, and S3 bands
shift down (from open circles to filled circles) in parallel by about 0.15 eV upon adsorption of
0.022 ML of Ag adatoms (the data indicated by crosses will be discussed later in subsection 5.5).
The extent of the shift is approximately equal to that of the above-mentioned Si 2p core-level
shift. Due to this downward shift in energy, the Fermi disk made of the S1 surface-state band
grows, as shown in the right-hand inset of figure 13(b), indicating an increase in the number
of electrons in this band, from 1.6 × 1013 e− cm−2 to 3.5 × 1013 e− cm−2. This leads to the
increase in number of conduction electrons. This is the reason for the observed resistance
drops in figure 13(a). In this way, the electrical conduction through the surface-state band is
experimentally detected [50].

Some readers may still doubt me. ‘Your Si crystal could be as thick as 0.4 mm, and
you measured the resistance of the whole crystal, not the surface region only, as shown in
figure 11(a). Therefore the measured resistance dominantly reflects the bulk value, so the
resistance change that you observed in figure 13(a) should be dominated by a change in
the bulk. It is overhasty to attribute the observed resistance drops to just the surface-state
conduction.’—But it is very unlikely that the adsorption of only 0.022 ML of Ag adatoms
induces a conductance change in the bulk crystal deeper than the surface-space-charge layer.
The solubility of Ag atoms in Si is negligibly small, and furthermore Ag will not diffuse into
the bulk Si crystal at RT. The influence of the adatom adsorption on the surface will extend
through a region equal to the Debye length below the surface at most, i.e., only to the surface-
space-charge layer. The deeper region will not be affected by the adsorption. Therefore, we
must conclude that the change in resistance shown in figure 13(a) results from some changes
in the surface region only. The surface region contains both the surface-space-charge layer and
surface-state bands. In the present case, fortunately, the surface-state band alone dominates
the observed resistance change. Such surface-state conductivity will be more clearly described
in the following sections.

5.4. Carrier doping into surface-state bands

As shown in figure 13(b), the number of electrons in the surface-state band S1 increases on
additional Ag adsorption on top of the

√
3 × √

3-Ag surface. Then, where do the electrons
come from? They should not come from the substrate bulk, because the surface-space-charge
layer turns into a depletion layer from an initial hole-accumulation layer (left-hand inset in
figure 13(b)), meaning that the substrate also accepts some electrons to compensate the holes;
the bulk cannot provide electrons to the surface-state band. Then, we must say that the excess
electrons accumulated in the surface-state band S1 (and also in the surface-space-charge layer)
come from the adsorbed Ag adatoms. That is, the adsorbed Ag adatoms act as donors to
provide electrons to the substrate. The adatoms themselves become positively charged, which
is consistent with the conclusion of electromigration of Ag atoms on the

√
3×√

3-Ag surface,
showing a positive charge of the migrating Ag adatoms [68]. Moreover, the downward shift
of the band bending shown in the left-hand inset in figure 13(b) is also consistent with a
positive charge of the Ag adatoms (or decrease in negative-charge density on the surface). By
comparing the Ag-adatom density and the number of electrons doped into both the S1 band
and the surface-space-charge layer, each Ag adatom is found to provide approximately one
electron from its valence orbital [4,40,50]. The increase in number of electrons in the S1 band
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Figure 13. (a) The resistance change of a Si wafer during intermittent Ag depositions (rate =
0.24 ML min−1) onto the Si(111)–

√
3 × √

3-Ag surface at RT. The Si wafer is an n-type one
of 100 $ cm resistivity. Downward-pointing arrows indicate the starting points of depositions,
and upward-pointing arrows their end points. Ag atoms to a depth of 0.008 ML are deposited
during each deposition period (two seconds). A–F indicate the interruption intervals. (b) A two-
dimensional band dispersion diagram of the S1, S2, and S3 surface states for the three samples;
the initial

√
3 × √

3-Ag surface (open circles), the same surface covered with a two-dimensional
adatom gas (2DAG) of 0.022 ML Ag (filled circles), and the same surface covered with 3D nuclei
of 0.088 ML Ag (crosses). The spectra were recorded in the [011] direction, corresponding to the
�–M–� direction in the

√
3 × √

3-surface Brillouin zone [50]. Thin solid lines are only to guide
the eye. Left-hand inset: the change in band bending due to the 2DAG adsorption. Right-hand
inset: the change in the Fermi disk due to the 2DAG adsorption.

caused by additional Ag adsorbates is also detected as a change in dispersion relation of the
surface-state plasmon mentioned in section 3 [20].

The increase of electron density(n in the surface-state band S1 can be estimated from the
band diagram of figure 13(b) by assuming its isotropic dispersion. The conductance increase
(σ is estimated from the measured resistance drop in figure 13(a). Then, from the relation

(σ = eµ(n (10)

(e is the elementary charge), we can estimate the mobilityµ of the surface-state electrons to be
of the order of 10 cm2 V−1 s−1. This value is lower than the electron mobility in bulk Si crystals
by about two orders of magnitude. This low mobility may be seen to be reasonable when one
considers the severe carrier scattering by phonons because of the strict two dimensionality
of the surface-state band, and also carrier scattering by defects such as steps and domain
boundaries on the surface which is actually observed in figure 5 as electron standing waves.
In order to clarify the mechanism of carrier scattering in surface-state bands quantitatively,
the temperature dependence of the conductivity must be measured, which has not yet been
done. By measuring the surface-state conductivity with microscopic four-point probes (the
probe spacing being 8 µm) as shown in figure 11(b) to avoid the surface steps, which will be
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Figure 13. (Continued)

described in section 6, the mobility was increased by nearly one order of magnitude. This
really shows that the apparent low mobility estimated above according to the macroscopic
four-point-probe measurements results from the carrier scattering at step edges and domain
boundaries.

5.5. Two-dimensional adatom gas (2DAG)

As described in connection with figure 13(a), the small amounts of Ag adatoms deposited on
the

√
3 × √

3-Ag surface at RT have an electron-doping action. But such Ag adatoms are not
observable by STM, because they migrate on the surface very rapidly at RT to make a ‘2D
adatom gas (2DAG)’ phase [66]. But on cooling the substrate to far enough below RT to reduce
and freeze the adatom migration, such adatoms become observable [28]. In figure 14(a), at 6 K,
individual adatoms are completely frozen, making star-like protrusions in STM images, while
at 65 K, in figure 14(b), they have already been made mobile by the STM tip during scanning.
At RT, they must migrate too fast to be observed. They adsorb on the surface individually as
monomers, as seen in figure 14(a), and do not aggregate into clusters at RT. This is why we
call them a 2DAG phase.

However, beyond about 0.03 ML coverage, the Ag adatoms begin to nucleate. This is
similar to mist formation in air in which the humidity must exceed the saturation vapour
pressure to lead to water drops in air. Such a nucleation process is detected as a resistance
rise in figure 13(a). Once stable nuclei are formed beyond the critical coverage (critical
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Figure 14. A two-dimensional adatom gas (2DAG) of Ag on top of the Si(111)–
√

3 × √
3-Ag

surface (a) frozen at 6 K and (b) migrating at 65 K [28]. Star-like protrusions indicated by A are
assumed to be single Ag adatoms because they are the minimum units observed, while a cluster
indicated by B is thought to be composed of three Ag adatoms.

supersaturation) of the adatom gas, the resistance steeply increases toward the initial value
during the interruption periods D, E, and F in figure 13(a). This corresponds to a process
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where the deposited Ag adatoms are swiftly captured by the stable nuclei, with the result that
the density of isolated adatoms in the 2DAG phase is reduced down to a lower equilibrium
vapour pressure [69]. In other words, below 0.03 ML coverage (interruption periods A, B, and
C), the 2DAG is supersaturated; its supersaturation is about as large as 10, probably because
of electrostatic repulsion among the ionized Ag adatoms due to the carrier-doping action.
The stable nuclei or 3D islands of around 10 nm size are actually observed by SEM [66].
Once the Ag adatoms are incorporated into the islands, they lose the electron-doping action,
which is shown in figure 13(b) in which, as indicated by crosses, the bands shift back to the
initial energy position due to the 0.088 ML deposition of Ag adatoms (more than the critical
coverage). This also occurs because the density of the isolated adatoms in the 2DAG phase,
which act as electron donors, is greatly reduced by the 3D nuclei formation compared with the
supersaturated situation. Therefore, the Fermi disk made of the S1 surface-state band shrinks
to the initial one. This is why the resistance increases on interrupting the Ag deposition.
During this process, the band bending beneath the surface was found to return to the initial
hole-accumulation condition from the depletion condition with the 2DAG on the surface,
which is opposite to the change expected from the resistance increase. The manner in which
the resistance increases, e.g. by the process illustrated in figure 13(a), should provide some
information about the atomistic nucleation process of the deposited atoms [4, 66].

The carrier doping into the surface-state band by the adatoms in the 2DAG phase described
above is similar in a sense to the carrier doping into the 2D conductive CuO2 plane by Y atoms,
for example, in high-TC superconductors such as YBaCuO crystals.

Such a doping action for the surface-state band on the
√

3×√
3-Ag surface, increasing the

conductivity, is not limited to Ag adatoms; small amounts of other noble-metal adatoms (Au
and Cu) and alkali-metal adatoms (K, Na, and Cs) are also found to induce similar phenomena
on the

√
3 × √

3-Ag surface [41, 70, 71]. The common feature of these adatoms is mono-
valency; they tend to easily donate a valence electron. These monovalent-metal adatoms act
as donors for the S1 surface-state band, increasing the carrier concentration and leading to an
increase of the surface-state conductivity [71].

In contrast, none of the divalent and trivalent adatoms such as Ca, Mg, In, or Ga on
the

√
3 × √

3-Ag surface induced any conductance increases; their adsorptions reduce the
conductance by destroying the

√
3 × √

3-Ag structure [72].

5.6.
√

21 × √
21 surface superstructure

Another example is known showing the surface-state electrical conduction unambiguously. As
briefly mentioned above, small amounts (less than 0.1 ML) of Au adatoms adsorb as a 2DAG
phase on top of the

√
3 × √

3-Ag surface at RT, and act as donors, increasing the surface-
state conductivity, as in the case of Ag adatoms [41]. On increasing the coverage, while
the Ag adatoms just nucleate into 3D islands without wetting the substrate, the Au adatoms
begin to nucleate two dimensionally to make domains with a new order,

√
21 × √

21 surface
superstructure, as shown in figure 15. In correspondence with the

√
21 × √

21 phase covering
the entire surface at Au coverage of around 0.2 ML, the conductivity increases remarkably
as shown in figure 16(a). On depositing Au beyond the 0.2 ML coverage, the

√
21 × √

21
superstructure converts into another type of

√
3×√

3 phase consisting of an Ag and Au mixture.
Then, the conductivity steeply decreases. Therefore it can be said that only the

√
21 × √

21
phase is highly conductive.

As shown in figure 16(c), Cu adsorption of around 0.1–0.15 ML coverage on the
√

3×√
3-

Ag surface at RT also induces a similar
√

21 × √
21 phase. When Ag is deposited onto the√

3 × √
3-Ag surface below 250 K, Ag adsorption also induces a similar

√
21 × √

21 phase
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Figure 15. An STM image after Au deposition to about 0.1 ML coverage on top of the Si(111)–√
3 × √

3-Ag surface at RT, showing formation of the
√

21 × √
21 domains. The unit cells of the√

3 × √
3 and

√
21 × √

21 superstructures are shown by lozenges. The phase boundaries are very
fuzzy because of mobile atoms. At about 0.2 ML coverage of Au, the surface is wholly covered
with the

√
21 × √

21 phase.

(figure 16(b)). All of these phases show high conductivities, as shown in figure 16. More than
0.2 ML coverage commonly destroys the

√
21 × √

21 phases, resulting in reduction of the
conductivity [71].

Similar phenomena—formation of a
√

21 × √
21 superstructure and its enhanced

conductivity—are found to occur also upon adsorptions of alkali metals on the
√

3 × √
3-

Ag surface at RT with coverages of around 0.2 ML, which is more than the critical coverages
for the 2DAG phases [70].
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Figure 16. Changes in sheet conductance of a Si wafer during depositions of (a) Au, (b) Ag, and (c)
Cu on the Si(111)–

√
3 × √

3-Ag surface at ((a), (c)) RT and at (b) 200 K. The measurements were
made continuously during the metal depositions. The surface structures indicated at the respective
coverage ranges were confirmed by means of RHEED in separate runs of depositions under the
same conditions.
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In this way, monovalent adatoms at less than 0.1 ML coverage on the
√

3×√
3-Ag surface

commonly adsorb as 2DAG phases, causing carrier doping into the surface-state band of the
substrate and increasing the surface-state conductivity as described in the previous subsection,
while at around 0.2 ML coverage they commonly form

√
21 × √

21 superstructures, further
increasing the conductivity [4].

The surface-state bands and band bending beneath the surface have already been
investigated by photoemission spectroscopy for the

√
21 × √

21 phases induced by noble-
metal adatoms on the

√
3 × √

3-Ag surface. As a result, the enhanced conductivities of the√
21 × √

21 phases are found to be not due to the surface-space-charge layers, but rather due
to new metallic surface-state bands, indicated by S∗

1 in figures 17(a) and 17(c), with large
dispersions having larger Fermi wavevectors than the S1 band of the initial

√
3 × √

3-Ag
surface (see figure 4(a)) [41, 71, 73].

In this way, it has been shown that the electrical conduction through surface-state bands
can be experimentally detectable. But, its quantitative characterization under magnetic fields
at various temperatures, and the influence of surface defects such as atomic steps and domain
boundaries remain open questions to be addressed in future studies. Surface-state transport at
the 1D metal surface, in the Si(111)–4 × 1-In superstructure introduced in section 4, is also
quite interesting; this will be reported on elsewhere.

6. Microscopic four-point probes

By reducing the probe spacing in the four-point-probe method as shown in figure 11(b), one
can expect a larger fraction of the current to flow near the surface, resulting in measurements
that are more surface sensitive than those made using the macroscopic four-point probes
(figure 11(a)) [74]. The actual current distribution in the crystal may not be as simple as
expected from figure 11, because of a possible Schottky barrier between the surface states
and the underlying bulk states [45] or a possible pn junction between the surface-space-charge
layer and the interior bulk. But, the above simple expectation is more or less borne out, as
demonstrated in our measurements. Miniaturization of the probes also enables avoidance
of surface defects such as atomic steps, leading to an understanding of their influences on
transport.

Figure 18 shows a SEM image of a microscopic four-point-probe chip, developed at
Mikroelektronik Centret of the Technical University of Denmark [75,76]†. Such probes with
4, 8, 10, 20, and 60 µm probe spacings were made using silicon-based microfabrication
technology following a procedure similar to that used to fabricate microcantilevers for atomic-
force microscopy. The probes are very flexible, which makes forming the contact to sample
surfaces straightforward even when the sample plane is not aligned with the probes. The
microscopic four-point probes were integrated in a UHV scanning electron microscope (SEM)
with molecular beam epitaxy, enabling scanning RHEED and scanning reflection-electron
microscopy (SREM) observations [77]. The microscopic four-point-probe chip was mounted
on three sets of piezo-actuators for fine movements in X-, Y -, and Z-directions. The probes
were made to approach the sample surface with the aid of in situ SEM observation, so we were
able to make gentle contact with the selected area on the sample surface.

In order to obtain an almost step-free area that is as wide as possible on the Si(111) sample
surface, we carried out repeated flash heatings by means of direct current up to 1200 ◦C for
around one hour in total. After such treatment, the surface was separated into two regions, as
shown in figure 19: step bunch regions around 2 µm wide and large flat terraces about 10 µm

† Microscopic four-point probes are now commercially available; http://www.capres.com.
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Figure 17. Electronic structures of ((a), (b)) a Si(111)–
√

21 × √
21-(Ag + Au) surface at RT and

((c), (d)) a Si(111)–
√

21 × √
21-Ag surface at 170 K. (a) and (c) are 2D band dispersion diagrams

constructed from ARPES measurements [41,73]. Although both of the S′
1 and S∗

1 states are observed
in the Au-induced

√
21 × √

21 phase, only the S∗
1 state appears on the Ag-induced

√
21 × √

21
surface; its S′

1 band may be located above EF . (b) and (d) are band diagrams representing the
surface states and bulk states.

wide [78]. Thirty to fifty atomic steps are bunched in the step bunch regions, while only two
or three monatomic steps run on the terrace regions. The monatomic steps are manifested as
bright lines in figure 19(a) where small amounts of Ag deposition at 450 ◦C decorate step edges.
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Figure 18. A SEM image of a microscopic four-point-probe chip [77].

The bright regions in figures 19(a), 19(b) are the Si(111)–
√

3×√
3-Ag superstructure domains,

while the remaining dark areas are the Si(111)–7 × 7 clean domains. On increasing the Ag
coverage up to one ML, the whole surface was covered by the

√
3 × √

3-Ag superstructure as
shown in figure 19(c); the surface structures were confirmed by in situ RHEED observations.

After preparing the large terraces having the 7×7 clean structure or
√

3×√
3-Ag structure,

the microscopic four-point probes were brought into contact with the silicon surface, as seen
in figure 20 where a probe chip with 8 µm spacing was used. The total probe width is larger
than the width of the terrace, so the outer probes are positioned on neighbouring terraces. But,
in figure 20(a), there is no step bunch running between the inner probes, measuring a voltage
drop on an almost step-free terrace, while in figure 20(b), the inner probes measure a voltage
drop across a step bunch. In this way, we can select the surface area under measurement by
shifting the probes, so we can detect the influence of a step on the surface conductivity. In fact,
we found that the resistance measured across a step bunch (figure 20(b)) was much larger than
that measured on a terrace (figure 20(a)) for both the 7 × 7 and

√
3 × √

3-Ag surfaces. This
means directly that atomic steps on a surface cause an additional resistance, because of carrier
scattering in the surface-state bands by step edges, as seen in the form of electron standing
waves near step edges in the case of the

√
3 × √

3-Ag surface (figure 5) [28], or because
carriers in the surface-space-charge layer are diffusely scattered at step edges (due to surface
roughness) in the case of the 7 × 7 surface [77, 79].

We also compared the resistances between the two surface structures measured on a terrace
like that in figure 20(a). The resistance measured on the

√
3 × √

3-Ag surface was smaller
than that for the 7 × 7 clean surface by about two orders of magnitude [77,79]. This should be
compared with the result obtained using macroscopic four-point probes of about 10 mm probe
spacing, described in section 5, where the difference in resistance between the two surfaces
could be as small as about 15% [65]. These results mean that reducing the probe spacing makes
the measurements more surface sensitive, as expected from figure 11. And also by reducing
the step influence, the intrinsic difference between the two surfaces becomes revealed more
dramatically.

By converting the measured resistances into sheet conductances, we confirmed that the
extremely high conductance of the

√
3 × √

3-Ag surface compared with that of the 7 × 7
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Figure 19. Grazing-incidence scanning electron micrographs of a step-bunched Si(111) surface.
(a) and (b) show the partially Ag-covered surface, with the 7 × 7 (dark areas) and

√
3 × √

3-Ag
(bright areas) domains coexisting. The Ag coverages are around 0.1 and 0.4 ML, respectively.
(c) shows the wholly Ag-covered

√
3 × √

3-Ag surface, with 1 ML of Ag.

surface is attributable to the surface-state band inherent to the superstructure, rather than the
conductivity of the surface-space-charge layer. Although this conclusion has already been
reached on the basis of macroscopic four-point-probe measurements as described in section 5,
microscopic four-point probes made it more convincing [79].
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Figure 20. Scanning electron micrographs showing the microscopic four-point probes contacting
with a silicon surface. The slightly brighter bands on the sample surface are step bunches, and the
wider darker bands are terraces. The probes were shifted between (a) and (b) [77].

7. Conclusions

In the present review article, taking the silver- and indium-covered Si(111) surfaces as
examples, various phenomena revealed in the surface-state bands are described. Some readers
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may think that it is neither surprising nor new to find metallic electronic states and enhanced
conductivity on silicon surfaces because metal atoms are deposited on them. But such
considerations are too naive. The deposited metal atoms do not exhibit their own properties
(those of their bulk crystals). The metal atoms do not make metallic bonds with each other to
produce free electrons like in their bulks; rather, they make bonds with the substrate Si atoms
to make characteristic surface electronic states. This is the feature of ‘properties of surface
phases’, which are completely different from those of the bulk materials of the composite
atoms.

Recently, electrical conduction through the dangling-bond state of the Si(111)–7×7 clean
surface (state S1 in figure 4(d)) was detected as characteristic changes in STM images [45].
The conductivity was found to be much lower than those of the

√
3 ×√

3-Ag and
√

21 ×√
21

surfaces by about four orders of magnitude. This gives a firm basis for our analyses of four-
point-probe conductivity measurements in which the surface-state conductivity of the 7 × 7
clean surface was neglected. Although the dangling-bond-state band S1 in figure 4(d) is
known to be metallic (nearly half-filled), its dispersion is very small compared with that of
the S1 band of the

√
3 × √

3-Ag surface of figure 4(a), which means a localized nature of the
surface-state electrons, resulting in a very low conductivity. This may be seen to be reasonable
by considering that this state comes from the dangling bonds of the topmost-layer Si atoms
which are separated from each other by twice the 1 × 1 unit-cell edge of the bulk-terminated
surface. Thus the atomic arrangements on the surface and the resulting electronic state directly
characterize the conductivity. The 7 × 7 clean surface and the

√
3 × √

3-Ag surface are quite
instructive for comparison.

The electronic transport properties of surface-state bands will become increasingly
important in the near future because of the necessity for semiconductor devices as well as
the interest in the fundamental physics. With progress in miniaturization of microelectronic
devices, the signal currents are forced to flow only near the surface regions of semiconductor
crystals. Eventually the signal will be processed with current flow only through one or two
atomic layers, where the surface electronic states play the main roles instead of the bulk states.
Thus, studies of the transport properties of the surfaces presented here will lead to a branch
of nanotechnology when coupled with fabrication technology for atomic-scale structures on
surfaces.
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